
Executive summary
Stride is AQA’s new adaptive 
assessment, providing diagnostic 
tests to help students prepare for 
GCSE Maths.

This study investigated the validity and 
reliability of the diagnostic tests by trialling 
Stride multiple times, administering 
user-experience surveys and interviewing 
students from a range of schools. The 
research provided valuable insights into 
the reliability of the information about 
students’ knowledge and skills, as well as 
the accuracy of inferences drawn from the 
diagnostic tests.

The findings indicate that the tests 
accurately gauge students’ proficiency 
across a wide spectrum of abilities and 
effectively distinguish between individuals 
with varying levels of skill. Additionally, 
the difficulty level of the tests appears to 
align appropriately with the abilities of 
the students, ensuring accessibility for all 
individuals within the tested group. 

Moreover, there is ample evidence 
supporting the validity of the diagnostic 
tests in relation to test content, internal 
structure and student response processes. 
The reliability of the tests is rated as 
excellent or good, indicating the suitability 

of the tests for diagnostic or formative 
purposes.

The results also indicate that items in 
the tests have varying levels of power to 
distinguish between individuals with high 
and low abilities, ie certain items are more 
effective at distinguishing than others.

When asked about their overall test-taking 
experience, most respondents (78%) rated 
it positively. About 73% of respondents 
said they agreed with Stride’s identification 
of their strong points or competencies. 
According to 75% of respondents, tests like 
these would be beneficial for their learning.

This research underscores the significance 
of Stride’s ability to deliver personalised and 
adaptive feedback to students, including 
explanations, hints, and resources tailored 
to individual learning needs. The testing 
process is helpful for both students and 
teachers and is effective at tracking 
students’ progress over time.

This study accompanied 
qualitative research 
to gather student 
experiences of trialling 
the tests.1
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Introduction
The focus of this work was to evaluate Stride’s adaptive diagnostic tests, 
which employ learning objectives, cognitive mapping and a range of factors – 
such as competency, metacognition and self-awareness – to precisely assess 
each learner’s areas of weakness and strength. The Stride platform provides 
personalised and adaptive feedback to students, including explanations, hints 
and remediation resources tailored to individual learning needs. It also offers 
teachers real-time analytics and reports on student performance to quickly 
identify gaps in a student’s understanding of fundamental maths concepts.  
This can help teachers to tailor their instruction and interventions. 

A key objective of Stride is to help 
students to reach their full potential 
in GCSE Maths, potentially improving 
results and saving teachers valuable 
time. Each of the diagnostic tests 
is underpinned by one of five 
key concepts: numbers, algebra, 
proportions, graphs, and shapes.

Research was carried out to evaluate 
how well these key concepts align with 
maths teachers’ pedagogical practice and 
students’ learning and understanding. A 
qualitative strand of research gathered and 
analysed data on user feedback relating to 
the platform and its use in the classroom. 
This report describes how empirical 
evidence was used to assess the validity 
and effectiveness of the diagnostic tests 
in identifying a student’s areas of strength 
and weakness. The study investigated the 
system’s ability to: 

	• differentiate between students of 
differing ability levels

	• provide consistent and dependable 
information about students’ knowledge 
and skills

	• demonstrate concurrent validity with 
mathematics competency tests

	• support accurate inferences based on 
the diagnostic formative tests. 

Many research studies have highlighted 
the value of adaptive learning. For over 30 
years, computer scientists and cognitive 
researchers have worked on adaptive 
learning systems to replicate human 
tutoring interactions. As highlighted by 
Calhoun Williams (2019), adaptive learning 
is a key technology that can support 
education by delivering content, posing 
questions, assigning tasks, providing hints 
and encouraging attitude adjustments. The 
core design of adaptive learning systems 
involves a ‘closed loop’ mechanism that 
collects learner data to assess progress, 
suggest learning activities and offer 
personalised feedback. 

These adaptive learning systems utilise 
various algorithms, such as item response 
theory and machine learning, to personalise 
the learning experience. Research 
suggests that these systems can enhance 
student learning, with many studies 
showing positive outcomes. For example, 
a systematic review by Xie et al. (2019) 
found that 86% of studies on the impact 
of adaptive learning on learning outcomes 
reported positive results. Sahoo et al. (2023) 
found that a continuous periodic formative 
assessment model had a valid educational 
impact. A complex adaptive framework can 
be employed to address the multifaceted 
challenges and enhance the sustainability 
of continuous learning.
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Illustration of test materials and concept map
A learning-pathway structure underpins 
the adaptivity of the Stride tests. The 
concept map in Figure 1 illustrates the 
key concept ‘Numbers’ and its related 
learning objectives, which a student must 
have mastered by the end of Key Stage 
3 or beginning of Key Stage 4 (when 
students are 14–15 years old). Each node in 
Figure 1 corresponds to a specific learning 
objective and an arrow from a node A to 
a node B indicates that understanding 
A is a prerequisite for understanding B. 
This relational structure between learning 
objectives underpins the adaptivity of the 
test, enabling it to route learners through 

different paths to mastery. More precisely, 
each node comprises a set of items 
designed to assess a particular aspect of 
understanding and knowledge related to 
that learning objective. 

The most fundamental ideas, which are a 
prerequisite for understanding, are shown 
in green on the map. These green nodes 
reflect what all students should understand 
by the time they begin GCSE Maths. The 
red nodes are the key ideas that students 
really need to master to make satisfactory 
progress through the course. The blue 
nodes represent more advanced ideas that 
will be developed at GCSE.

N19 Number bonds 
with a mix of fractions 

and decimals:
addition/subtraction

N7 Decimal number 
bonds:

addition/subtraction

N35 
Approximation

N33 Round to 
significant 

figures

N31 Round to 
a given 

decimal place

N29 Round to a 
given place 

value

N16 Convert a 
decimal to/from 

a  percentage

N30 
Multiply/divide by 

10, 100, 1000

N17 Convert a 
fraction 

to/from a 
decimal 

N26 
Multiplication 

of fractions

N28 Division 
of fractions

N13 Finding 
LCM/HCF

N27 Addition and 
subtraction of fractions 

(without a common 
denominator) 

N25 Addition and 
subtraction of 

fractions with a 
common denominator

N22 
Square/cube 

numbers

N23 Square 
roots and 
cube roots

N14 Prime 
factor 

decomposition

N24 Nth terms – 
linear sequence 

(an + b)N2 Whole number 
bonds:

addition/subtraction

N1 Place value

N9 Finding simple 
percentages of an 

amount: 20%, 
25%, 50% etc

N3 Percentage 
as a number of 
parts per 100

N8 Fraction 
facts

N4 Fractions 
as pictures

N10 Factors N12 Prime 
numbers N11 Multiples

N5 
Multiplication 

tables

N21 Identify 
simple linear 

sequences

N6 Finding 
percentages of an 
amount based on 

multiples of 5% 

N32 Multiplying 
and dividing by 

powers of 10

N34 Simple 
standard form

N20 Calculations 
with fractions, 
decimals and 
percentages

N18 Convert a 
fraction 

to/from a 
percentage 

N15 Equivalent 
fractions and 

simplifying 

Figure 1: Concept map for Numbers
The different colours represent the three assessment objectives (green = prerequisite for understanding; 
red = conceptual knowledge; blue = applications of basic concept).
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Method
Stride was trialled with a sample of 15 
secondary schools in England. Following 
the initial recruitment of 1,500 students 
aged 14 to 15 years, two groups (or cohorts) 
were formed: Cohort 1 had access to 
Stride’s remediation features – tools and 
functionalities designed to address students’ 
learning gaps or misunderstandings in 
real-time – while Cohort 2 had access to 
the assessments only, not the remediation 
features. After the test, participants 
completed a survey about their experience. 
A mixed-methods research approach was 
used. This combined quantitative and 
qualitative analyses of test performance, 
user experience, engagement and 
satisfaction with the adaptive learning 
platform, with thematic analysis of semi-
structured interviews.  

Additionally, an iterative evaluation method 
enabled refinement of the Stride platform, 
based on feedback and performance data. 
The item response data from diagnostic 
tests, platform interactions and feedback 
from teachers and students helped to 
assess the platform’s appropriateness 
and usefulness. Subsequent trials were 
conducted with sample sizes ranging from 
500 to 1,000 students per key concept to 
validate platform improvements. 

Data analysis
A structural equation modelling framework 
(Fornell & Larcker, 1981) was used to 
analyse the reliability of measures of 
students’ proficiency with respect to the 
learning objectives and to explore construct 
validity, ie that the tests measure what they 
are purported to measure. This involved 
first relating each assessment objective to 
test items intended to measure it, taking 
into account measurement error, and 
then examining the covariance between 
measures of the assessment objectives. 

This method enabled appraisal of the 
validity of assessment objectives, the 
reliability of measurement (assessed by 
comparing the degree of variance explained 
by each measure with the amount 
attributable to measurement error) and the 
relationships between various nodes (sub-
concepts). Rasch-based analysis was also 
used for the six aspects of Messick’s validity 
for the adaptive test in the framework of 
evaluation used by Wolfe and Smith (2007) 
and Beglar (2010).
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Results

Discrimination and 
reliability of test items
The findings in this study are based on the 
most recent trials of the Stride platform. 

The results suggest that the test items 
across all five key concepts typically show 
a strong positive relationship with the total 
score and effectively distinguish between 
varying levels of performance. On average, 
the discrimination of the items (their 
effectiveness in distinguishing between 
students with different overall performance 
levels) ranges from 22% to 33% (Figure 2). 
Items that did not provide substantial 
insights were either adjusted or removed.

There was some variation in item difficulty 
across the key concepts. The average 
item scores varied between 55% and 70% 
depending on the specific key concept 
under assessment. Numbers and graphs 
were areas where individuals tended to 
score more highly. These results indicate 
that the tests are appropriately challenging 
for most students. 

The reliability of the tests, which indicates 
the consistency of its results across 
different applications, ranges from 74% to 
90% (Figure 2). This seems sufficiently high 
for a diagnostics and formative assessment, 
meaning there would be no need to make 
the test longer or extend the test time, 
which would increase the burden on 
examinees. Each test can contain a different 
number of items, ranging between 34 and 
45 on average per student.
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Numbers Algebra Proportions Graphs Shapes

32%

70%

90%

22%

55%

74%

33%

56%

79%

29%

70%

90%

23%

63%

85%

Average discrimination Average difficulty Internal consistency reliability

Figure 2: Summary of test performance indicators

Discrimination: 
‘good’ = above 30%;
‘fair’ = between 10% and 30%; 
‘poor’ = below 10%.

Difficulty: 
‘hard’ = below 20%; 
‘good’ = between 20% and 50%; 
‘best’ = between 50% and 80%; 
‘very easy’ = above 80%.

Reliability: 
‘poor’ = below 40%; 
‘fair’ = between 40% and 60%; 
‘good’ = between 60% and 75%;
‘excellent’ = above 75%.

5© 2024 AQA



Figure 3 provides the person reliability statistics, which evaluate how effectively a set of 
items can differentiate between individuals based on their abilities or traits. The person 
reliability values measure the reliability of the test in ranking individuals based on their 
abilities or performance. They show the consistency of a test in estimating students’ 
proficiencies with respect to one of the five key concepts. This indicates the reliability of 
the test items and the precision of the proficiency measurement, offering a more nuanced 
understanding of students’ proficiency level within the tested domain. 

As depicted in Figure 3, the reliability of predicted proficiency levels based on individuals’ 
responses to test items was 86% on average; that is, above the cut-off guideline of 80% 
(Linacre, 2007), which indicates good person reliability. These results provide evidence to 
support construct validity and reasonable confidence of replicability of the person and item 
ordering across similar samples.

Figure 3: Person reliability for each key concept
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Content aspect of construct validity  
Wright maps, or item-person maps, were produced for each of the diagnostic tests.2  
For example, Figure 4 depicts the item-person map for the Numbers test. The item-person 
maps show the distribution of test takers’ ability estimates alongside estimates of the item 
difficulties. 

Guided by the assessment framework established by Wolfe and Smith (2007) for, what 
Messick (1989) calls, the ‘content aspect of construct validity’, the following were analysed: 
gaps and redundancy in the person-item map along the vertical line, the mismatch 
between item and person means, and infit and outfit statistics (measures of how well 
individual items measure the target construct and whether test takers’ performances align 
with model expectations; Bond & Fox, 2015).

2 �A Wright map presents both item difficulties and person abilities arranged along the same logit scale. This enables visualisation in terms 
of the targeting of the test to the sample, as well as the targeting of individual items to persons.

Figure 4: Item-person map for Numbers
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Rasch analysis was used to evaluate the diagnostic tests as a measurement tool. Rasch-
based methods are particularly suitable for assessing pedagogical tests. These analyses 
produce measures of proficiency and item difficulty that are independent of the specific 
items on the test and the sample of test takers.

The item-person maps present a concise overview of item statistics for the diagnostic tests. 
Along the vertical axis of the figure, items are positioned based on their level of difficulty, 
with easier items placed at the bottom and more challenging ones at the top. This mapping 
indicates a satisfactory level of representativeness in the spread of item difficulties. It 
aids in examining some of the aspects of test validity summarised by Messick (1989), 
including the so-called content, structural and substantive validity of the test. It facilitates 
the evaluation of how well a student’s proficiency aligns with the difficulty of the learning 
objectives.
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For a well-targeted test, the average ability levels of the test takers should align with the 
average difficulty levels of the test items, typically around 0 on the so-called logit scale. This 
scale indicates that an item with a difficulty of 0 logits is expected to be answered correctly 
about 50% of the time by students with average proficiency. As shown in Figure 4, in the 
case of Numbers, the average abilities of the individuals are positioned around 0, which 
aligns with mean item difficulty measures. 

The Rasch model’s item fit statistics for the five key concepts were close to the ideal value 
of 1.00, with mean item infit values ranging from 0.97 to 1.00 and outfit values from 1.00 to 
1.07. Since these values do not significantly deviate from the Rasch model’s expected value of 
1.00, the measurement of student proficiency is considered to have minimal random noise 
(Linacre, 2018). The item infit statistics show how much items contribute to measuring the 
underlying construct (Bond & Fox, 2015). These values help in evaluating and ensuring the 
accuracy and reliability of the measurement model in assessing student performance.

As depicted in Figure 4, there is no significant gap between items or learning objectives 
for the Numbers test, suggesting that the test’s difficulty level matches well with 
the students’ abilities, making it accessible to all individuals within the tested group. 
Comparable trends were observed for the other key concepts assessed (algebra, 
proportions, graphs, and shapes) in terms of the degree of alignment between a 
student’s proficiency and the difficulty of the items assessing the learning objectives. 

The results of the Rasch analysis contribute evidence to support the construct validity of 
the tests.

Assessing convergent validity of constructs
The study also assessed convergent validity to confirm that the items together measure the 
same latent constructs through construct reliability (CR) and average variance extracted 
(AVE) values. AVE measures the average proportion of variance in the items that is 
explained by the learning objectives. All five key concepts showed satisfactory construct 
reliability (above 70%), although the average variances were slightly below 0.50. Convergent 
validity was confirmed using the Fornell and Larcker (1981) criterion, which requires CR to 
be over 70% and AVE to be 0.50 or higher.

Various statistics were utilised to assess how well the empirical data aligned with the 
theoretical model. The confirmatory factor analysis demonstrated a good fit for the five 
key concepts. All goodness-of-fit indicators, such as GFI, CFI, and NFI,3 met the threshold 
of 0.90, which is considered essential for model fit. Hu and Bentler (1999) suggested that 
model fit assessments should be based on the combined evaluation of multiple fit indices. 
The goodness-of-fit metrics for the structural equation modelling showed satisfactory 
results, supporting the validity of the associations among the concept maps. These 
statistics help provide an understanding of how closely the observed response patterns 
of the test takers correspond to the model’s predictions.

The evidence strongly suggests that the diagnostic tests consistently yield insights into 
students’ competencies and knowledge. The findings show that both empirical evidence 
and theoretical justifications support the accuracy of conclusions drawn from test scores, 
indicating the validity of the underlying construct.

3 �GFI (goodness of fit index) assesses the goodness of the approximation of the model rather than its correctness; NFI (normed fit index) 
compares the chi square of the empirical model with the chi square statistics of the null model; and CFI (comparative fit index) takes the 
same approach as the NFI but is adjusted by the degrees of freedom.
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Conclusions and discussion
The evaluation of Stride’s diagnostic tests revealed that they accurately gauge 
students’ proficiency and effectively distinguish between individuals with varying 
levels of skill. Moreover, the tests’ difficulty levels appear to align appropriately 
with the abilities of the students in the samples selected, ensuring accessibility 
for virtually all individuals within the tested group.

There is strong evidence supporting the 
validity of the diagnostic tests in terms of 
test content, internal structure and student 
response processes.The reliability of the 
tests is evaluated to be excellent or good, 
making them appropriate for diagnostic or 
formative use.

The findings provide strong support 
for the hypothesised relationship 
between the learning objectives. Hence, 
the learning-pathway structures are 
confirmed. As a result, the maths content 
related to numbers, algebra, proportions, 
graphs, and shapes depends on learners 
having the required prior knowledge and 
understanding, along with the ability to 
apply key concepts. The results show that 
all three assessment objectives met the 
construct reliability minimum threshold 
of 70%. 

The results provide sound evidence that the 
diagnostic tests give consistent information 
about students’ knowledge and ability. The 
testing process is helpful for both students 
and teachers, and it is effective at tracking 
students’ progress over time.  

When asked about their overall test-taking 
experience, most respondents (78%) rated 
it positively. About 73% of respondents 
said they agreed with Stride’s identification 
of their strong points or competencies. 
According to 75% of respondents, tests like 
these would be beneficial for their learning.
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